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SYSTEM AND METHOD FOR DETECTING 
AND RECTIFYING CONCEPT DRIFT IN 

FEDERATED LEARNING 

FIELD 

[ 0001 ] Embodiments described herein relate generally to a 
computer - implemented method for identifying and rectify 
ing a machine learning drift in a federated learning deploy 
ment comprising a parameter server and a plurality of 
worker nodes . 

[ 0011 ] FIG . 4 shows a method for identifying and char 
acterising drift in a Federated Learning ( FL ) system accord 
ing to an embodiment ; 
[ 0012 ] FIG . 5 shows a performance of two machine learn 
ing models at the same worker node according to an embodi 
ment ; 
[ 0013 ] FIG . 6 shows an example of drift in model perfor 
mance , rectification of a model and recovered performance 
according to an embodiment ; 
[ 0014 ] FIG . 7 shows a visual representation of model drift 
and rectification according to an embodiment ; 
[ 0015 ] FIG . 8A shows an example of a worker node 
according to an embodiment ; 
[ 0016 ] FIG . 8B shows an example of a parameter server 
according to an embodiment . 

BACKGROUND 

DETAILED DESCRIPTION 

a 

a 

[ 0002 ] Federated Learning ( FL ) is a machine learning 
technique where a global machine learning model is gener 
ated by training multiple machine learning models on each 
of the edge devices using their local data samples . 
[ 0003 ] Federated Learning allows multiple actors to build 
a robust , common , machine learning model without sharing 
their local data . Instead of sharing local data Federated 
Learning ( FL ) systems typically share the machine learning 
model parameters generated by the edge devices with a 
global server that aggregates ( e.g. averages ) the parameters 
to form a global model . Federated Learning ( FL ) represents 
a privacy aware , adaptive and communication efficient 
approach for large - scale Internet of Things ( IoT ) systems . 
[ 0004 ] The ability to generate a global model without 
sharing local data is a particularly attractive aspect of 
Federated Learning ( FL ) models , especially where the local 
data is sensitive or private . However , this ability can also be 
exploited by bad actors . 
[ 0005 ] Federated Learning ( FL ) models are created by 
aggregating model updates submitted by various actors . To 
protect confidentiality of the training data , the aggregator 
( that generates the global model ) has no visibility of how 
these model updates were generated . As a result , Federated 
Learning ( FL ) is susceptible to model poisoning attacks 
where a malicious actor introduces backdoor functionality 
into the global model ( which is then used to update all of the 
nodes ) , by first introducing back door functionality into a 
local model and then sending the model update parameters 
to the aggregator . 
[ 0006 ] One use case for machine - learning algorithms is in 
the detection of cyber security threats and vulnerabilities . If 
a Federated Learning ( FL ) model is compromised in this 
use - case , the security of the whole ecosystem could be 
jeopardised . In light of this , a new approach to Federated 
Learning ( FL ) is required . In particular , a new approach to 
detecting infected local models and preventing the infected 
local models from affecting other nodes in an Internet - of 
Things ( IoT ) network is required . 
[ 0007 ] Arrangements of the embodiments will be under 
stood and appreciated more fully from the following detailed 
description , made by way of example only and taken in 
conjunction with drawings in which : 
[ 0008 ] FIG . 1 shows a known Federated Learning ( FL ) 
deployment ; 
[ 0009 ] FIG . 2 shows a Federated Learning ( FL ) system 
comprising a worker node according to an embodiment ; 
[ 0010 ] FIG . 3 shows a Federated Learning ( FL ) system 
comprising a plurality of worker nodes according to an 
embodiment ; 

[ 0017 ] According to a first aspect there is provided a 
computer - implemented method for identifying and rectify 
ing a machine learning drift in a federated learning deploy 
ment comprising a parameter server and a plurality of 
worker nodes . Wherein a first worker node comprises : a first 
machine learning model trained using a first data source ; and 
a second machine learning model trained using a second 
data source ; wherein the first data source is generated by the 
first worker node and the second data source is generated by 
a second worker node . The method comprising calculating , 
by the first worker node , using a trusted data set , first 
performance metric associated with the first machine learn 
ing model and a second performance metric associated with 
the second machine learning model ; determining , by the first 
worker node , whether a potential drift has occurred in at 
least one of the first and the second machine learning 
models . And in response to determining that the potential 
drift has occurred : transmitting , by the first worker node , a 
first communication comprising an indication that a poten 
tial drift has occurred ; and in response to receiving the first 
communication , transmitting , by the parameter server , a 
second communication comprising updated parameters for 
rectifying the machine learning drift . 
[ 0018 ] In an embodiment , the first machine learning 
model is a local model of the first worker node and the 
second machine learning model is a shadow model of the 
first worker node . In an embodiment , the parameter server is 
a communication apparatus and each worker node in the 
plurality of worker nodes is a communication apparatus . 
[ 0019 ] In an embodiment , a machine learning drift is a 
reduction in performance of at least one machine learning 
model at a worker node . 
[ 0020 ] In an embodiment , calculating a first performance 
metric associated with the first machine learning model 
comprises observing the accuracy of the first machine learn 
ing models output when the trusted data set is the input . 
[ 0021 ] In an embodiment , determining whether the poten 
tial drift has occurred comprises : comparing the first per 
formance metric and the second performance metric to a first 
performance threshold ; and identifying the potential drift in 
response to determining that at least one of the first perfor 
mance metric and the second performance metric has a 
performance metric that is less than the first performance 
threshold . 
[ 0022 ] In an embodiment , a worse performance metric has 
a lower value . 
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[ 0023 ] In an embodiment determining whether the poten 
tial drift has occurred further comprises determining 
whether the difference between the first performance metric 
and the second performance metric exceeds the first thresh 
old for a time period . 
[ 0024 ] In an embodiment , the time period may be a drift 
monitoring window having a duration equal to a predeter 
mined number of epochs . 
[ 0025 ] In an embodiment , the first performance threshold 
is predetermined . 
[ 0026 ] In an embodiment , the first performance threshold 
is an average of previous performance metrics associated 
with at least one of the first machine learning model and the 
second machine learning model . 
[ 0027 ] In an embodiment , the second worker node com 
prises : a third machine learning model trained using the 
second data source ; and a fourth machine learning model 
trained using the first data source . 
[ 0028 ] In an embodiment , the first communication com 
prises the first performance metric and the second perfor 
mance metric and the method further comprises identifying , 
by the parameter server , a type of drift and a set of affected 
machine learning model in response to receiving the first 
communication comprising the indication that the potential 
drift has occurred . 
[ 0029 ] In an embodiment , the method further comprises 
receiving , by the parameter server , a third performance 
metric associated with the third machine learning model and 
a fourth performance metric associated with the fourth 
machine learning model . And wherein : identifying the type 
of drift comprises : setting organic drift as the type of drift in 
response to determining that the first performance metric , 
the second performance metric , the third performance metric 
and the fourth performance metric are each less than a 
second performance threshold ; and wherein , in response to 
determining that the type of drift is organic drift identifying 
the set of affected machine learning models comprises : 
setting the first , second , third and fourth machine learning 
models as a first , second , third , and fourth affected machine 
learning model respectively in the set of affected machine 
learning models . 
[ 0030 ] In an embodiment , organic drift is set as the type of 
drift in response to determining that : a performance of each 
machine learning model trained using the first data source is 
less than the second performance threshold and a perfor 
mance of each machine learning model trained using the 
second data source is less than the second performance 
threshold . 
[ 0031 ] In an embodiment , the updated parameters in the 
second communication transmitted by the parameter server 
comprise an updated trusted data set . 
[ 0032 ] In an embodiment , the first communication further 
comprises data that was used to train the first machine 
learning model and the second machine learning model . 
[ 0033 ] In an embodiment , the method further comprises 
generating the updated trusted data set by including at least 
part of the data that was used to train the first machine 
learning model and the second machine learning model in 
the trusted data set . 
[ 0034 ] In an embodiment , the updated trusted data set is 
used by the worker nodes for all subsequent performance 
determinations . 

[ 0035 ] In an embodiment , the second communication is 
transmitted to all worker nodes in the plurality of worker 
nodes . 
[ 0036 ] In an embodiment , identifying the type of drift 
comprises setting a concept drift as the type of drift in 
response to determining that a difference between the first 
performance metric and the second performance metric 
exceeds a third threshold . And wherein , in response to 
determining that the type of drift is a concept drift , identi 
fying the set of affected machine learning models comprises : 
setting the first machine learning model as a first affected 
machine learning model in the set of affected machine 
learning models in response to determining that the first 
performance metric is less than the second performance 
metric ; and setting the second machine learning model as the 
first affected machine learning model in the set of affected 
machine learning models in response to determining that the 
second performance metric is less than the first performance 
metric . 
[ 0037 ] In an embodiment the first machine learning model 
is set as the first affected machine learning model when the 
performance of the first machine learning model is worse 
than the performance of the second machine learning model . 
[ 0038 ] In an embodiment , a worse performance and a 
worse performance metric is associated with a less accurate 
machine learning model . 
[ 0039 ] In an embodiment , the type of drift is a concept 
drift and identifying the set of affected machine learning 
model further comprises : identifying a data source that is 
used to train the first affected machine learning model ; 
identifying a worker node comprising a machine learning 
model trained using the data source ; and setting the machine 
learning model trained using the data source as a second 
affected machine learning model in response to determining 
that a concept drift has occurred at the worker node and the 
machine learning model training using the data source has a 
lower performance metric than a performance metric of 
another machine learning model at the worker node . 
[ 0040 ] In an embodiment , setting the fourth machine 
learning model as a second affected machine learning model 
in the set of machine learning models in response to deter 
mining that a concept drift has occurred at the second worker 
node and the performance of the fourth machine learning 
model is worse than the performance of the third machine 
learning model . 
[ 0041 ] In an embodiment , the third machine learning 
model is a local machine learning model of the second 
worker node and the fourth machine learning model is a 
shadow machine learning model of the second worker node . 
[ 0042 ] In an embodiment , the method further comprises 
receiving a further communication from the second worker 
node comprising an indication that a potential drift has 
occurred . 
[ 0043 ] In an embodiment , the second communication 
comprising the updated parameters is transmitted to each 
worker node comprising an affected machine learning model 
in the set of affected machine learning models . 
[ 0044 ] In an embodiment the method further comprises : 
transmitting , by the first worker node , model parameters of 
the first machine learning model and the second machine 
learning model ; generating , by the parameter server , a first 
global machine learning model associated with the first 
machine learning model and a second global machine learn 
ing model associated with the second machine learning 
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model ; and transmitting , by the parameter server , a third 
communication comprising : model parameters of the first 
global machine learning model and model parameters of the 
second global machine learning model . 
[ 0045 ] In an embodiment , the method further comprises 
storing , by the parameter server , the first global machine 
learning model and the second global machine learning 
model . 
[ 0046 ] In an embodiment , the method further comprises 
receiving , by the first worker node , the third communication ; 
and storing , by the first worker node , parameters of the first 
global machine learning model and the parameters of the 
second global machine learning model received in the third 
communication . 
[ 0047 ] In an embodiment , the parameters of the first 
global machine learning model and the second global 
machine learning model are removed from the first worker 
node after a predetermined period of time has passed . 
[ 0048 ] In an embodiment , generating the first global 
machine learning model comprises : identifying a first set of 
machine learning models for aggregation , the first set of 
machine learning models not including the set of affected 
machine learning models ; and aggregating the first set of 
machine learning models . 
[ 0049 ] In an embodiment , the first set of machine learning 
models for aggregation comprise machine learning models 
that are training using the data source generated the a worker 
node on which they are located . 
[ 0050 ] In an embodiment , the first set of machine learning 
models for aggregation comprise the first machine learning 
model and the third machine learning model . 
[ 0051 ] In an embodiment , aggregating the set of machine 
learning models comprises generating a single machine 
learning model that represents the set of machine learning 
models . 
[ 0052 ] In an embodiment , aggregating the set of machine 
learning models comprises averaging the parameters of the 
machine learning models in the set of machine learning 
models . 
[ 0053 ] In an embodiment , generating the second global 
machine learning model comprises identifying a second set 
of machine learning models for aggregation , the second set 
of machine learning models not including the set affected 
machine learning models ; and aggregating the second set of 
machine learning models . 
[ 0054 ] In an embodiment , the second set of machine 
learning models for aggregation comprise machine learning 
models that are training using a data source that is not 
generated by the worker node on which they are located . 
[ 0055 ] In an embodiment , the updated parameters of the 
second communication comprise an indication that a 
machine learning model trained using the first data source 
has been affect by concept drift ; and an indication of a time 
when the first global machine learning model was associated 
with acceptable performance . 
[ 0056 ] In an embodiment , acceptable performance is a 
performance level that is higher than the first performance 
threshold . 
[ 0057 ] In an embodiment , the indication of time is an 
index of an epoch . 
[ 0058 ] In an embodiment , the method further comprises 
receiving , by the first worker node , the second communica 
tion ; identifying , by the first worker node , model parameters 
of the first global machine learning model that are associated 

with the indication of the time in the second communication ; 
and re - configuring , by the first worker node , the first 
machine learning model based on the model parameters of 
the first global machine learning model . 
[ 0059 ] In an embodiment , model parameters define the 
model that is used to make predictions / inferences . 
[ 0060 ] In an embodiment , a machine learning model gen 
erates and output based on the input and the model param 
eters . 

[ 0061 ] In an embodiment , each worker node in the plu 
rality of worker nodes comprises a database instance of a 
distributed database , the method further comprising : receiv 
ing , by the first worker node , a request to access first 
database instance , the request comprising one or more 
access parameters ; determining , by the first machine learn 
ing model , based on the one or more access parameters 
whether the transaction is authorised ; and in response to 
determining that the transaction is authorised , servicing the 
request to access the first database instance , wherein : the one 
or more access parameters comprise at least one of : a nature 
of a requesting application , an identification of an end - user , 
and an indication of the data being requested . 
[ 0062 ] In an embodiment , the trusted dataset comprises 
one or more applications and one or more end - users . 
[ 0063 ] According to a second aspect there is provided a 
computer - implemented method for identifying and rectify 
ing a machine learning drift at a first worker node , the first 
worker node comprising : a first machine learning model 
trained using a first data source ; and a second machine 
learning model trained using a second data source ; wherein 
the first data source is generated by the first worker node and 
the second data source is generated by a second worker 
node . The method comprising : calculating , using a trusted 
data set , a first performance metric associated with the first 
machine learning model and a second performance metric 
associated with the second machine learning model ; deter 
mining , whether a potential drift has occurred in at least one 
of the first and the second machine learning models ; and in 
response to determining that the potential drift has occurred : 
transmitting , a first communication comprising an indication 
that a potential drift has occurred ; and receiving , a second 
communication comprising updated parameters for rectify 
ing the machine learning drift . 
[ 0064 ] In an embodiment , the updated parameters com 
prise an updated trusted data set . 
[ 0065 ] In an embodiment , transmitting model parameters 
of the first machine learning model and the second machine 
learning model . 
[ 0066 ] In an embodiment , determining whether the poten 
tial drift has occurred comprises : comparing the first per 
formance metric and the second performance metric to a first 
performance threshold ; and identifying the potential drift in 
response to determining that at least one of the first perfor 
mance metric and the second performance metric has a 
performance metric that is less than the first performance 
threshold . 
[ 0067 ] In an embodiment , the method further comprises 
receiving a third communication comprising : model param 
eters of the first global machine learning model ; and model 
parameters of the second global machine learning model ; 
and storing the model parameters of the first global machine 
learning model and the model parameters of the second 
global machine learning model . 
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[ 0068 ] In an embodiment , the model parameters of the 
first global machine learning model and the model param 
eters of the second global machine learning model are 
removed after a predetermined period of time has elapsed . 
[ 0069 ] In an embodiment , the updated parameters of the 
second communication comprise : an indication that a 
machine learning model trained using the first data source 
has been affect by concept drift ; and an indication of a time 
when the first global machine learning model was associated 
with acceptable performance . 
[ 0070 ] In an embodiment , the method further comprises 
receiving the second communication , identifying model 
parameters of the first global machine learning model that 
are associated with the indication of the time in the second 
communication ; and re - configuring the first machine learn 
ing model based on the model parameters of the first global 
machine learning model . 
[ 0071 ] According to a third aspect there is provided a 
computer - implemented method for identifying and rectify 
ing a machine learning drift in a federated learning deploy 
ment comprising a plurality of worker nodes , wherein a first 
worker node comprises : a first machine learning model 
trained using a first data source ; and a second machine 
learning model trained using a second data source ; wherein 
the first data source is generated by the first worker node and 
the second data source is generated by a second worker 
node . The method comprising receiving , from a first worker 
node , a first communication comprising an indication that a 
potential drift has occurred ; and transmitting a second 
communication comprising updated parameters for rectify 
ing the machine learning drift . 
[ 0072 ] In an embodiment , the second worker node com 
prises : a third machine learning model trained using the 
second data source ; and a fourth machine learning model 
trained using the first data source . 
[ 0073 ] In an embodiment , the method further comprises : 
identifying a type of drift and a set of affected machine 
learning model in response to receiving the first communi 
cation comprising the indication that the potential drift has 
occurred . 
[ 0074 ] In an embodiment , the first communication com 
prises a first performance metric associated with the first 
machine learning model and a second performance metric 
associated with the second machine learning model . The 
method further comprises : receiving a third performance 
metric associated with the third machine learning model and 
a fourth performance metric associated with the fourth 
machine learning model ; and wherein : identifying the type 
of drift comprises : setting organic drift as the type of drift in 
response to determining that the first performance metric , 
the second performance metric , the third performance metric 
and the fourth performance metric are each less than a 
second performance threshold ; and wherein in response to 
determining that the type of drift is organic drift , identifying 
the set of affected machine learning models comprises 
setting the first , second , third and fourth machine learning 
models as a first , second , third , and fourth affected machine 
learning model respectively in the set of affected machine 
learning models . 
[ 0075 ] In an embodiment , the first communication com 
prises a first performance metric associated with a first 
machine learning model and a second performance metric 
associated with the second machine learning model ; and 
identifying the type of drift comprises : setting a concept drift 

as the type of drift in response to determining that a 
difference between the first performance metric and the 
second performance metric exceeds a third threshold ; and 
wherein , in response to determining that the type of drift is 
a concept drift , identifying the set of affected machine 
learning model comprises : setting the first machine learning 
model as a first affected machine learning model in the set 
of affected machine learning models in response to deter 
mining that the first performance metric is less than the 
second performance metric ; and setting the second machine 
learning model as the first affected machine learning model 
in the set of affected machine learning models in response to 
determining that the second performance metric is less than 
the first performance metric . 
[ 0076 ] In an embodiment the type of drift is a concept drift 
and identifying the set of affected machine learning model 
further comprises identifying a data source that is used to 
train the first affected machine learning model ; identifying a 
worker node comprising a machine learning model trained 
using the data source ; and setting the machine learning 
model trained using the data source as a second affected 
machine learning model in response to determining that a 
concept drift has occurred at the worker node and the 
machine learning model training using the data source has a 
lower performance metric than a performance metric of 
another machine learning model at the worker node . 
[ 0077 ] In an embodiment , the second communication 
comprising the updated parameters is transmitted to each 
worker node comprising an affected machine learning model 
in the set of affected machine learning models . 
[ 0078 ] In an embodiment , the method further comprises : 
receiving model parameters of the first machine learning 
model and the second machine learning model ; generating a 
first global machine learning model associated with the first 
machine learning model and a second global machine learn 
ing model associated with the second machine learning 
model ; and transmitting a third communication comprising : 
model parameters of the first global machine learning model 
and model parameters of the second global machine learning 
model . 
[ 0079 ] In an embodiment , generating the first global 
machine learning model comprises : identifying a first set of 
machine learning models for aggregation , the first set of 
machine learning models not including the set of affected 
machine learning models ; and aggregating the first set of 
machine learning models . 
[ 0080 ] In an embodiment the updated parameters of the 
second communication comprise : an indication that a 
machine learning model trained using the first data source 
has been affect by concept drift ; and an indication of a time 
when the first global machine learning model was associated 
with acceptable performance . 
[ 0081 ] According to a fourth aspect there is provided a 
federated learning deployment system comprising a param 
eter server and a plurality of worker nodes , wherein a first 
worker node comprises : a first machine learning model 
trained using a first data source ; and a second machine 
learning model trained using a second data source ; wherein 
the first data source is generated by the first worker node and 
the second data source is generated by a second worker 
node . The first worker node being configured to : calculate , 
using a trusted data set , a first performance metric associated 
with the first machine learning model and a second perfor 
mance metric associated with the second machine learning 
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model ; determine , whether a potential drift has occurred in 
at least one of the first and the second machine learning 
models ; and in response to determining that the potential 
drift has occurred : transmit a first communication compris 
ing an indication that a potential drift has occurred . Wherein 
the parameter server is configured to transmit , in response to 
receiving the first communication , a second communication 
comprising updated parameters for rectifying the machine 
learning drift . 
[ 0082 ] In an embodiment , wherein in determining whether 
the potential drift has occurred the first worker node is 
configured to : compare the first performance metric and the 
second performance metric to a first performance threshold ; 
and identify the potential drift in response to determining 
that at least one of the first performance metric and the 
second performance metric has a performance metric that is 
less than the first performance threshold . 
[ 0083 ] In an embodiment , the second worker node com 
prises : a third machine learning model trained using the 
second data source ; and a fourth machine learning model 
trained using the first data source . 
[ 0084 ] In an embodiment , the first communication com 
prises the first performance metric and the second perfor 
mance metric and the parameter server is further configured 
to : identify a type of drift and a set of affected machine 
learning model in response to receiving the first communi 
cation comprising the indication that the potential drift has 
occurred . 

a 
[ 0085 ] In an embodiment , the parameter server is further 
configured to receive a third performance metric associated 
with the third machine learning model and a fourth perfor 
mance metric associated with the fourth machine learning 
model ; and wherein , when identifying the type of drift , the 
parameter server is further configured to : set organic drift as 
the type of drift in response to determining that the first 
performance metric , the second performance metric , the 
third performance metric and the fourth performance metric 
are each less than a second performance threshold ; and 
wherein , in response to determining that the type of drift is 
organic drift the parameter server is configured to identify 
the set of affected machine learning models by : setting the 
first , second , third and fourth machine learning models as a 
first , second , third , and fourth affected machine learning 
model respectively in the set of affected machine learning 
models . 

[ 0086 ] In an embodiment , the updated parameters in the 
second communication transmitted by the parameter server 
comprise an updated trusted data set . 
[ 0087 ] In an embodiment , when identifying the type of 
drift , the parameter server is configured to : set a concept 
drift as the type of drift in response to determining that a 
difference between the first performance metric and the 
second performance metric exceeds a third threshold ; and 
wherein , in response to determining that the type of drift is 
a concept drift , the parameter server is configured to identify 
the set of affected machine learning models by : setting the 
first machine learning model as a first affected machine 
learning model in the set of affected machine learning 
models in response to determining that the first performance 
metric is less than the second performance metric ; and 
setting the second machine learning model as the first 
affected machine learning model in the set of affected 

machine learning models in response to determining that the 
second performance metric is less than the first performance 
metric . 
[ 0088 ] In an embodiment , the type of drift is a concept 
drift and wherein when identifying the set of affected 
machine learning models the parameter server is further 
configured to : identify a data source that is used to train the 
first affected machine learning model ; identify a worker 
node comprising a machine learning model trained using the 
data source ; and set the machine learning model trained 
using the data source as a second affected machine learning 
model in response to determining that a concept drift has 
occurred at the worker node and the machine learning model 
training using the data source has a lower performance 
metric than a performance metric of another machine learn 
ing model at the worker node . 
[ 0089 ] In an embodiment , the second communication 
comprising the updated parameters is transmitted to each 
worker node comprising an affected machine learning model 
in the set of affected machine learning models . 
[ 0090 ] In an embodiment , the first worker node is further 
configured to transmit model parameters of the first machine 
learning model and the second machine learning model and 
wherein the parameter server is further configured to gen 
erate a first global machine learning model associated with 
the first machine learning model and a second global 
machine learning model associated with the second machine 
learning model ; and transmit a third communication com 
prising : model parameters of the first global machine learn 
ing model and model parameters of the second global 
machine learning model . 
[ 0091 ] In an embodiment , when generating the first global 
machine learning model , the parameter server is further 
configured to identify a first set of machine learning models 
for aggregation , the first set of machine learning models not 
including the set of affected machine learning models ; and 
aggregate the first set of machine learning models . 
[ 0092 ] In an embodiment , the updated parameters of the 
second communication comprise : an indication that a 
machine learning model trained using the first data source 
has been affect by concept drift ; and an indication of a time 
when the first global machine learning model was associated 
with acceptable performance . 
[ 0093 ] In an embodiment , the first worker node is further 
configured to receive the second communication ; identify 
model parameters of the first global machine learning model 
that are associated with the indication of the time in the 
second communication ; and re - configure the first machine 
learning model based on the model parameters of the first 
global machine learning model . 
[ 0094 ] According to a fifth aspect there is provided : a first 
machine learning model trained using a first data source ; and 
a second machine learning model trained using a second 
data source ; wherein the first data source is generated by the 
first worker node and the second data source is generated by 
a second worker node . The apparatus configured to : calcu 
late , using a trusted data set , a first performance metric 
associated with the first machine learning model and a 
second performance metric associated with the second 
machine learning model ; determine , whether a potential drift 
has occurred in at least one of the first and the second 
machine learning models ; and in response to determining 
that the potential drift has occurred : transmit , a first com 
munication comprising an indication that a potential drift 
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has occurred ; and receive , a second communication com 
prising updated parameters for rectifying the machine learn 
ing drift . 
[ 0095 ] In an embodiment , the apparatus is a worker node . 
[ 0096 ] In an embodiment , when determining whether the 
potential drift has occurred the apparatus is configured to : 
compare the first performance metric and the second per 
formance metric to a first performance threshold ; and iden 
tify the potential drift in response to determining that at least 
one of the first performance metric and the second perfor 
mance metric has a performance metric that is less than the 
first performance threshold . 
[ 0097 ] In an embodiment , the apparatus is further config 
ured to receive a third communication comprising : model 
parameters of the first global machine learning model ; and 
model parameters of the second global machine learning 
model ; and store the model parameters of the first global 
machine learning model and the model parameters of the 
second global machine learning model . 
[ 0098 ] In an embodiment the apparatus is configured to 
remove the model parameters of the first global machine 
learning model and the model parameters of the second 
global machine learning model after a predetermined period 
of time has elapsed . 
[ 0099 ] In an embodiment , the updated parameters of the 
second communication comprise : an indication that a 
machine learning model trained using the first data source 
has been affect by concept drift ; and an indication of a time 
when the first global machine learning model was associated 
with acceptable performance . 
[ 0100 ] In an embodiment , the apparatus is further config 
ured to receive the second communication ; identify model 
parameters of the first global machine learning model that 
are associated with the indication of the time in the second 
communication ; and re - configuring the first machine learn 
ing model based on the model parameters of the first global 
machine learning model . 
[ 0101 ] According to a sixth aspect there is provided an 
apparatus for identifying and rectifying a machine learning 
drift in a federated learning deployment comprising a plu 
rality of worker nodes , wherein a first worker node com 
prises : a first machine learning model trained using a first 
data source ; and a second machine learning model trained 
using a second data source ; wherein the first data source is 
generated by the first worker node and the second data 
source is generated by a second worker node . The apparatus 
being configured to : receive , from a first worker node , a first 
communication comprising an indication that a potential 
drift has occurred ; and transmit a second communication 
comprising updated parameters for rectifying the machine 
learning drift . 
[ 0102 ] In an embodiment , the apparatus is a parameter 

machine learning model and a second performance metric 
associated with the second machine learning model , and 
wherein the apparatus is further configured to : receive a 
third performance metric associated with the third machine 
learning model and a fourth performance metric associated 
with the fourth machine learning model ; and wherein , when 
identifying the type of drift , the apparatus is further config 
ured to : set organic drift as the type of drift in response to 
determining that the first performance metric , the second 
performance metric , the third performance metric and the 
fourth performance metric are each less than a second 
performance threshold ; and wherein in response to deter 
mining that the type of drift is organic drift , when identifying 
the set of affected machine learning models , the apparatus is 
configured to set the first , second , third and fourth machine 
learning models as a first , second , third , and fourth affected 
machine learning model respectively in the set of affected 
machine learning models . 
[ 0106 ] In an embodiment , the first communication com 
prises a first performance metric associated with a first 
machine learning model and a second performance metric 
associated with the second machine learning model ; and 
wherein , when identifying the type of drift , the apparatus is 
configured to : set a concept drift as the type of drift in 
response to determining that a difference between the first 
performance metric and the second performance metric 
exceeds a third threshold ; and wherein , in response to 
determining that the type of drift is a concept drift , identi 
fying the set of affected machine learning model comprises : 
setting the first machine learning model as a first affected 
machine learning model in the set of affected machine 
learning models in response to determining that the first 
performance metric is less than the second performance 
metric ; and setting the second machine learning model as the 
first affected machine learning model in the set of affected 
machine learning models in response to determining that the 
second performance metric is less than the first performance 
metric . 

a 

a [ 0107 ] In an embodiment , the type of drift is a concept 
drift and when identifying the set of affected machine 
learning models the apparatus is further configured to : 
identify a data source that is used to train the first affected 
machine learning model ; identify a worker node comprising 
a machine learning model trained using the data source ; and 
set the machine learning model trained using the data source 
as a second affected machine learning model in response to 
determining that a concept drift has occurred at the worker 
node and the machine learning model training using the data 
source has a lower performance metric than a performance 
metric of another machine learning model at the worker 
node . 

[ 0108 ] In an embodiment , the second communication 
comprising the updated parameters is transmitted to each 
worker node comprising an affected machine learning model 
in the set of affected machine learning models . 
[ 0109 ] In an embodiment , the apparatus is further config 
ured to : receive model parameters of the first machine 
learning model and the second machine learning model ; 
generate a first global machine learning model associated 
with the first machine learning model and a second global 
machine learning model associated with the second machine 
learning model ; and transmit a third communication com 

server . 

[ 0103 ] In an embodiment , the second worker node com 
prises : a third machine learning model trained using the 
second data source ; and a fourth machine learning model 
trained using the first data source . 
[ 0104 ] In an embodiment , the apparatus is further config 
ured to : identify a type of drift and a set of affected machine 
learning model in response to receiving the first communi 
cation comprising the indication that the potential drift has 
occurred . 
[ 0105 ] In an embodiment , the first communication com 
prises a first performance metric associated with the first 



US 2022/0083916 A1 Mar. 17 , 2022 
7 

2 

a 

a 

prising : model parameters of the first global machine learn 
ing model and model parameters of the second global 
machine learning model . 
[ 0110 ] In an embodiment , when generating the first global 
machine learning model , the apparatus is further configured 
to : identify a first set of machine learning models for 
aggregation , the first set of machine learning models not 
including the set of affected machine learning models ; and 
aggregate the first set of machine learning models . 
[ 0111 ] In an embodiment , the updated parameters of the 
second communication comprise : an indication that a 
machine learning model trained using the first data source 
has been affect by concept drift ; and an indication of a time 
when the first global machine learning model was associated 
with acceptable performance . 
[ 0112 ] According to a seventh aspect there is provided a 
non - transitory computer readable medium storing computer 
readable instructions which , when executed by a processor , 
cause the processor to : calculate , using a trusted data set , a 
first performance metric associated with the first machine 
learning model and a second performance metric associated 
with the second machine learning model ; determine , 
whether a potential drift has occurred in at least one of the 
first and the second machine learning models ; and in 
response to determining that the potential drift has occurred : 
transmit , a first communication comprising an indication 
that a potential drift has occurred ; and receive , a second 
communication comprising updated parameters for rectify 
ing the machine learning drift . 
[ 0113 ] According to an eighth aspect there is provided a 
non - transitory computer readable medium storing computer 
readable instructions which , when executed by a processor , 
cause the processor to : receive , from a first worker node , a 
first communication comprising an indication that a poten 
tial drift has occurred ; and transmit a second communication 
comprising updated parameters for rectifying the machine 
learning drift . 
[ 0114 ] In general , a worker node ( also referred to as an 
edge node ) is any electronic device that can form an end 
point of a network connection , or in other words a device 
that is located at the edge of a network . For example , a 
worker node could be an Internet - of - Things ( IoT ) device 
that is configured to collect and exchange data on a network . 
Throughout the description the term “ machine learning 
model ” is used to represent a system which receives input 
data of a particular form and provides an output ( e.g. a 
result ) based on the data . The output may be predictive 
and / or indicative of a state of the worker node or the 
surrounding environment . Optionally , the input data to the 
machine learning model comprises a measurement of one or 
more of : a physical parameter , an operating parameter 
and / or a device parameter . 
[ 0115 ] FIG . 1 shows a known Federated Learning ( FL ) 
deployment . FIG . 1 shows a Federated Learning ( FL ) 
deployment 100 comprising a first worker node 101 , a 
second worker node 102 , a third worker node 103 and a 
parameter server 104 . 
[ 0116 ] Each worker node ( 101 ; 102 ; 103 ) comprises a 
machine learning model ( FL1 , FL2 , FL , respectively ) that is 
trained using local data ( i.e. data received from sources local 
to the worker node e.g. device inputs or sensor data ) . In FIG . 
1 the machine learning model of the first worker node 101 , 
FL1 , uses a first data set D , for training ; the machine learning 
model of the second worker node 102 , FL2 , uses a second 

data set , D2 , for training ; and the machine learning model of 
the third worker node 103 , FL ;, uses the data set D , for training 
[ 0117 ] Optionally the local datasets used for training ( D1 , 
D2 , D ; ) are subsets of a larger dataset distributed by a central 
server ( e.g. the parameter server 104 ) . 
[ 0118 ] In a different embodiment the local datasets used 
for training ( D1 , D2 , D ; ) contain data that is locally collected 
by each node ( i.e. the respective training datasets are not part 
of a larger global data set ) . In this embodiment , the locally 
generated data remains local to the node at all times and is 
never shared with the parameter server 104 , thereby pre 
serving the user's privacy . 
[ 0119 ] After local models have been trained , the resulting 
local models are communicated by each worker node to the 
parameter server 104 where the machine learning models are 
aggregated ( e.g. parameters are summed and averaged ) by 
an aggregator 105 in order to produce a global model 106 . 
[ 0120 ] Machine learning models are routinely trained and 
evaluated using different parts of a single data set . Whilst 
being quick and simple to implement , this approach suffers 
a performance decay over time once the machine learning 
model is deployed and used with a previously unseen data 
set . In order to maintain performance levels there is a need 
to continuously train the model using new data . This need is 
particularly apparent where the model is deployed in a 
real - world non - stationary environment where the data and 
the relationships within the data change over time . When the 
data and the relationships within the data change , a decay in 
the performance of the machine learning mode can be 
observed . This is known as drift . 
[ 0121 ] One type of drift is " organic drift " . Organic drift 
( also referred to as “ natural drift ” ) relates to a situation 
where the data set evolves , potentially introducing a previ 
ously unseen variety or distribution of data . Organic drift 
manifests itself as a drop in model accuracy at more than one 
node in the Federated Learning ( FL ) deployment . Option 
ally , the reduction in model accuracy can be observed in a 
majority of the worker nodes . 
[ 0122 ] Another type of drift is “ concept drift ” . Unlike 
organic drift , concept drift may be caused by an attack on a 
particular node or a small subset of the nodes in the 
Federated Learning ( FL ) deployment . A number of different 
sources of concept drift that will be considered herein . 
[ 0123 ] A first source of concept drift is when the local data 
is poisoned ( i.e. when a bad actor maliciously changes part 
of the local data ) . Concept drift is then caused by the models 
being trained using this poisoned / compromised data . In this 
case , a reduction in model accuracy will only be detectable 
at the poisoned nodes ( or in other words , those nodes in the 
deployment that use the poisoned data source ) . This is 
different to organic drift , which can be detected on a large 
number of nodes . 
[ 0124 ] A second source of concept drift is when the 
parameters of a local model are attacked ( e.g. by a bad actor 
changing the machine learning model parameters ) . This 
attack leads to a poisoned local model . In this case , a drift 
will only be identified at the worker node hosting the 
poisoned local model . There are at least two other potential 
sources of concept drift that will be discussed herein . 
However , these will be introduced in detail below when 
describing the structure of the Federated Learning ( FL ) 
deployment . 

a 
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[ 0125 ] The distributed nature of Federated Learning ( FL ) 
systems means that they are especially vulnerable to attacks . 
For example , a machine learning model used for cyber 
security applications could be trained such that a piece of 
code that was once considered to be a “ threat ” ( e.g. mal 
ware ) is no longer considered a threat . In a Federated 
Learning ( FL ) environment , the machine learning model of 
the attacked node would then be shared with an aggregator 
and subsequently used to update the global model which is 
shared amongst all of the other nodes in the system . As will 
be appreciated , this represents a serious threat in Federated 
Learning ( FL ) systems , in particular security critical Internet 
of Things ( IoT ) systems , as it allows cyber security threats 
to evolve and compromise the security of the whole IoT 
ecosystem . 
[ 0126 ] Statistical methods have previously been used in a 
centralised machine learning framework to detect concept 
drift . These methods generally involve comparing training 
samples with samples obtained during deployment . How 
ever , this approach is not applicable in Federated Learning 
( FL ) systems since the worker nodes do not share their data 
with a centralised server . 
[ 0127 ] A previous approach to preventing drift has 
involved frequently updating the machine - learning model . 
However , when models are updated in this way there is a lag 
between the new data arriving and the decision - making . 
Moreover , in practice this approach should only be used 
when the models are sufficiently trained or if there is a 
significant change in the model ( e.g. organic drift has 
occurred , data is significantly different , new training results 
in significant model changes etc. ) . However , in Federated 
Learning deployments there is no set training or deployment 
time . Instead , training of the machine learning model hap 
pens continuously as new data arrives . Consequently , this 
approach is not appropriate for Federated Learning ( FL ) 
deployments . 
[ 0128 ] Furthermore , in a Federated Learning ( FL ) system 
the machine learning model of a worker nodes is shared with 
a server , which then generates ( through aggregation ) a 
global model that is shared amongst the worker nodes . 
Consequently , even if concept drift is detected in a Federated 
Learning ( FL ) system , it extremely difficult to identify 
which node caused this drift . In light of this , a new approach 
to detecting and rectifying drift in Federated Learning ( FL ) 
systems is required . 
[ 0129 ] FIG . 2 shows a Federated Learning system com 
prising a worker node according to an embodiment . FIG . 2 
shows a Federated Learning ( FL ) system 200 comprising a 
first worker node 201 and a parameter server 209 . 
[ 0130 ] The worker node 201 comprises a data scheduler 
202. The data scheduler 202 is configured to communicate 
the local data that it uses for training a local machine 
learning model to other worker nodes . In this example , local 
data includes data generated by the worker node and data 
received by the worker node from an associated data 
generating input device , such as one or more sensors . 
[ 0131 ] This approach is different to traditional Federated 
Learning ( FL ) systems where each worker node only has 
access to its own local data ( i.e. there is no communication 
of local data ) . 
[ 0132 ] In an embodiment , the system comprises a plurality 
of worker nodes and the local data is communicated to at 

least one other worker node . Optionally the at least one other 
worker node is selected at random or by using a time 
scheduled approach . 
[ 0133 ] The worker node 201 further comprises a local 
Federated Learning ( FL ) scheduler 203. The local Federated 
Learning ( FL ) scheduler 203 is configured to schedule 
training tasks ( i.e. training of the worker node’s machine 
learning models ) . The local Federated Learning ( FL ) sched 
uler 203 is configured to receive data from other worker 
nodes . 

[ 0134 ] In an embodiment , the local Federated Learning 
( FL ) scheduler 203 implements cyclic training . During 
cyclic training the local Federated Learning ( FL ) scheduler 
203 schedules training for each of its machine learning 
models ( i.e. a local model and any shadow models ) for a 
predetermined number of epochs , one after the other , in a 
cyclic ( i.e. repeating ) schedule . An epoch in this context 
refers to the time period required to train the model using the 
training data set ( i.e. the time required to cycle through the 
full training set ) . 
[ 0135 ] Each worker node also comprises a plurality of 
local Federated Learning ( FL ) models . In FIG . 2 the worker 
node 201 comprises three local Federated Learning ( FL ) 
models including : a first machine learning model ( FL ) 205 , 
a second machine learning model ( FL2 ) 206 and a third 
machine learning model ( FLk ) 207 . 
[ 0136 ] Of these models , at least one model is a local model 
and at least one model is a shadow model . A local model is 
a machine learning model that is trained solely on local data 
( i.e. data generated at or near the worker node ) . In contrast 
a shadow model is a machine learning model that is trained 
using data generated by and received from other worker 
nodes . In FIG . 2 the shadow models are trained using data 
received from other nodes 204 via the Federated Learning 
( FL ) scheduler 203 . 
[ 0137 ] Each worker node further comprises a model per 
formance assessment engine 208. The model performance 
assessment engine 208 is configured to assess the perfor 
mance of all local Federated Learning ( FL ) models ( i.e. FL1 , 
FL2 and FLk ) using a trusted data set . The effects of this 
analysis will be discussed in further detail below . However 
in brief , the model performance assessment engine 208 is 
configured to identify whether or not at least one model of 
the plurality of machine learning models present at the 
worker node could potentially be the subject of a drift ( e.g. 
organic drift or concept drift ) . Upon identifying a potential 
drift the worker nodes are configured to indicate this to the 
parameter server 209 which then : determines the type of 
drift at the worker node , identifies the infected worker 
nodes , and devises a strategy to rectify the drift . 
[ 0138 ] The parameter server 209 comprises an enhanced 
aggregator 213. The function of the enhanced aggregator 
213 will be discussed in more detail below . However , in 
general the enhanced aggregator 213 is configured to gen 
erate a global machine learning model based on the model 
parameters received from each of the worker nodes . The 
parameter server 209 comprises a plurality of global 
machine learning models ( 210 , 211 ; 212 ) . Each global 
machine learning model is associated with ( e.g. is generated 
based on machine learning models from a plurality of 
different worker nodes , and each of the global machine 
learning models are associated with different machine learn 
ing model at a given worker node . 

a 
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[ 0139 ] For example , where each worker node comprises 
three machine learning models ( i.e. a local model and two 
shadow models ) , the parameter server comprises three 
global machine learning models . In this case : a first global 
machine learning model is generated by aggregating model 
parameters from the local model of each worker node ; a 
second global machine learning model is generated by 
aggregating model parameters from the first shadow model 
at each worker node ; and the third global machine learning 
model is generated by aggregating model parameters from 
the second shadow model at each worker node . 
[ 0140 ] After generating the global machine learning mod 
els the parameter server 209 is configured to communicate 
parameters of the global machine learning models to each 
worker node . 
[ 0141 ] Each worker node 201 further comprises a model 
history storage ( not shown ) . The model history storage is 
configured to store the model parameters of each global 
machine learning model generated by the parameter server . 
[ 0142 ] Model updates can be stored in various ways 
including model state differences and using immutable led 
ger technology including on a blockchain . In an embodi 
ment , the model history comprises the changes ( i.e. differ 
ences ) with respect to the previous model rather than a 
complete description of the machine learning model . In an 
embodiment the history of the machine learning model is 
only stored for a pre - determined time frame ( e.g. for double 
the size of a monitoring window ) . 
[ 0143 ] FIG . 3 shows a Federated Learning ( FL ) system 
comprising a plurality of worker nodes according to an 
embodiment . FIG . 3 shows a system comprising a plurality 
of J worker nodes , where J is the number of worker nodes . 
The plurality of worker nodes comprises a first worker node 
301 ( W1 ) , a second worker node 302 ( W2 ) , a third worker 
node 303 ( W3 ) up to a worker node 304. In FIG . 3 J = 4 ( i.e. 
J equals four ) , therefore the jth worker node 304 can also be 
referred to as a fourth worker node . 
[ 0144 ] Each worker node in the plurality of worker nodes 
comprises a plurality of Al models ( also known as machine 
learning models ) . This is in contrast to traditional 
approaches to Federated Learning ( FL ) where each worker 
node only comprises a single AI model . 
[ 0145 ] In an embodiment , the number of Al models in 
various worker nodes are different . For example , in the 
embodiment of FIG . 3 the number of Al models per node 
equals K or L where ( K , L ) < J ( where J equals the number of 
worker nodes ) . In FIG . 3 the first worker node 301 ( W ) 
comprises three Al models 305 ( FL1 , FL2 , FLk ) . In contrast , 
the jth worker node 304 comprises two AI models 306 ( FL1 
and FL ; ) . 
[ 0146 ] The number of machine learning modes per node 
( i.e. ( K , L ) < J ) represents a trade - off . For example , a greater 
number of shadow models ensures a more secure Federated 
Learning system ( i.e. a Federated Learning system that is 
less likely to suffer from drift ) . However , a greater number 
of shadow models results in an increased communications 
overhead and computational workload since each shadow 
model uses data communicated from a different worker 
node . 
[ 0147 ] The system of FIG . 3 also comprises J data sources 
( e.g. D1 , D2 , D3 , D ; ) . In FIG . 3 the number of data sources 
equals the number of worker nodes and each worker node 
comprises a number of Al models that is less than , or equal 
to the number of data sources . 

[ 0148 ] Each worker node ( 301 , 302 , 303 , 304 ) also com 
prises a data stream 306. The data stream 306 comprises 
local data ( e.g. D ) and data received via a local Federated 
Learning ( FL ) scheduler 307 . 
[ 0149 ] For example , in the first worker node 301 the local 
Federated Learning ( FL ) scheduler 307 receives data from 
the third worker node 303 and the jth worker node 304. In 
FIG . 3 the data generated by the third worker node 303 and 
the jth worker node 304 are transmitted by a data scheduler 
in each of the respective worker nodes to the local Federated 
Learning ( FL ) scheduler 307 in the first worker node 601 . 
[ 0150 ] Each worker node further comprises a model his 
tory and model assessment component 308. In use , each 
worker node assess each of its Al models using a trusted data 
set . The results of these assessments are stored at the worker 
node in order to identify performance deterioration of the AI 
model over time . 
[ 0151 ] The model history and model assessment compo 
nent 308 also stores parameters of the global machine 
learning models generated by the parameter server . As 
discussed above , each machine learning model at the worker 
node is associated with a different global machine learning 
model . As will be discussed in more detail below , the model 
history is used by worker node to go back in time and select 
a last stable model once it has been identified that a drift has 
occurred . 
[ 0152 ] Updated model parameters for each machine learn 
ing model ( e.g. FL , FL2 , FLk ) are communicated 309 by the 
worker node ( e.g. 301 ) to the parameter server as the AI 
models in the worker node are trained and updated . 
[ 0153 ] FIG . 3 further shows a plurality of global Federated 
Learning ( FL ) models 310 , each global machine learning 
model is associated with a machine learning model at each 
worker node , and each global model is generated by aggre 
gating the parameters of the associated machine learning 
models . Each global machine learning model is associated 
with a machine learning model at each node such that no two 
models at a worker node are associated with the same global 
model . 
[ 0154 ] Optionally , a global machine learning model is 
associated with machine learning models at the worker 
nodes that have similar properties . For example , a first 
global machine learning model is associated with ( i.e. is 
generated by aggregating model parameters from ) a local 
machine learning model at the first worker node 301 ( FL1 ) , 
a local machine learning model at a second worker node 302 
( FL1 ) , a local machine learning model at a third worker node 
303 ( FL ) etc. While a second global machine learning 
model is associated with ( i.e. is generated by aggregating 
model parameters from ) a first shadow model at the first 
worker node 301 ( FL2 ) , a first shadow model at the second 
worker node 302 ( FL1 ) , a first machine learning model at a 
third worker node 303 ( FL2 ) etc. 
[ 0155 ] FIG . 4 shows a method for identifying and char 
acterising drift in a Federated Learning ( FL ) system accord 
ing to an embodiment . The method will be described in 
relation to the system of FIG . 3. However , for the avoidance 
of doubt it is emphasised that other Federated Learning ( FL ) 
systems could also be used to implement the method . 
[ 0156 ] In step 401 the local Federated Learning ( FL ) 
scheduler 307 receives local data 401 from a local data 
source ( e.g. D1 , D2 , D3 , D ; ) associated with the worker node 
( e.g. 301 , 302 , 303 , 304 ) . 
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[ 0157 ] In step 402 the local Federated Learning ( FL ) 
scheduler 307 receives data from other worker nodes . In the 
embodiment of FIG . 3 , the local Federated Learning sched 
uler 307 receives data from the third worker node 303 and 
the fourth worker node 304 . 
[ 0158 ] In step 403 the worker node 301 trains a plurality 
of machine learning models 305 based on the data stream 
306 ( comprising local data ( D , ) and data from other worker 
nodes ) . In step 403 a first machine learning model of the 
plurality of machine learning models ( i.e. “ the local model ” ) 
is trained using only local data ( D. ) while the remaining 
models ( i.e. “ the shadow models ” ) in the plurality of 
machine learning models are trained using data received 
from other worker nodes via the data scheduler 402. Each 
machine learning model is trained using only a single data 
source . 

a 

[ 0159 ] In step 404 the performance of the plurality of 
machine learning models are assessed by the worker node 
301 in order to detect a possible drift ( e.g. concept drift or 
organic drift ) . Optionally , the machine learning models are 
assessed periodically ( e.g. after a predetermined time has 
passed or after the model has been re - trained a predeter 
mined number of times ) . 
[ 0160 ] The worker node 301 can use various approaches 
for assessing the performance of the machine learning 
model , including detecting a drift based on a change in 
machine learning model confidence scores or by using an 
anomaly detection algorithm . In a third approach , which will 
be used below , the worker node 301 determines the perfor 
mance of each machine learning model by testing the 
accuracy of the machine learning model using a trusted 
dataset . 
[ 0161 ] In this case , a possible drift is detected when at 
least one of the machine learning models at the worker node 
suffers a performance decay for a predetermined time 
period . In an embodiment , the performance is measured by 
the accuracy with which the machine learning model pre 
dicts an output for the trusted data set and a performance 
decay is observed when the performance is less than a 
predetermined threshold , or a predetermined amount less 
than an average performance . 
[ 0162 ] The predetermined time corresponds to a drift 
monitoring window . A drift monitoring window is used by 
the worker node to distinguish between performance decays 
that are due to training noise ( i.e. natural variations in the 
data that the model is trained on ) and performance decays 
that are caused by drift . In the method of FIG . 4 , the worker 
node 301 identifies a potential drift has occurred if a 
performance decay is observed at the worker node 301 
throughout the drift monitoring window . Or in other words , 
a potential drift is identified when the performance of at least 
one machine learning model at the worker node 301 is less 
than a threshold for the duration a drift monitoring window . 
[ 0163 ] If , in step 404 , it is determined that no drift has 
occurred the parameters of the machine learning models at 
the worker node 301 are communicated to the parameter 
server . After it has been determined that no drift has 
occurred at the worker node , the worker node returns to step 
403 and continues training the plurality of machine learning 
models 305 . 
[ 0164 ] If it is determined in step 404 that no drift has been 
identified in the machine learning models at a worker node 
the parameter server generates new global machine learning 
models using the received local / shadow model parameters . 

The parameter server subsequently distributes the updated 
global model to the worker nodes where it is stored in the 
model history storage component . 
[ 0165 ] If , in step 404 , it is determined that a potential drift 
has occurred at the worker node 301 , the worker node 301 
transmits an indication that a potential drift has occurred to 
the parameter server . The indication that a potential drift has 
occurred comprises : an indication of the affected worker 
node ( e.g. a unique reference number ) , model parameters of 
the machine learning models at the worker node 301 ( e.g. the 
local model and the at least one shadow model ) , data with 
which the machine learning models were trained , and assess 
ment parameters of the machine learning models present at 
the worker node 301 . 
[ 0166 ] In an embodiment , the assessment parameters com 
prise an indication of the time when the affected machine 
learning model was last stable ( i.e. the most - recent point in 
time when the performance of the machine leaning model 
was acceptable ) and / or an indication of the time when 
performance decay was first observed for the affected 
machine learning model . 
[ 0167 ] After receiving an indication that a potential drift 
has occurred , the parameter server determines the type of 
drift in step 405 ( i.e. whether an organic drift or a concept 
drift has occurred ) . 
[ 0168 ] Considering organic drift first . An organic drift is 
detected by the parameter server when the performance of 
more than one machine learning model at the worker node 
301 decays or deteriorates at the same time . Optionally , the 
reduction in performance will be seen for all machine 
learning models at the worker node . 
[ 0169 ] The number of machine learning models that are 
subject to organic drift depends on the properties of Feder 
ated Learning ( FL ) deployment . As discussed above , an 
organic drift can occur when the data set evolves and 
introduces a previously unseen variety or distribution of 
data . Consequently , the worker nodes and the machine 
learning models that are affected by an organic drift will 
depend on the attributes of the data sources that are used to 
train the machine learning models at each worker node . 
[ 0170 ] For example , in a Federated Learning ( FL ) deploy 
ment , a first set of nodes could be located in a first geo 
graphic area and a second set of nodes could be located in 
a second geographic area . The ability of a machine learning 
model to make accurate predictions is dependent on the 
training data being representative . If , for example , the first 
geographic area is an extremely hot climate , then machine 
learning models that are training using data sources from the 
first geographic area only have a limited knowledge of 
temperatures . In light of this , it is foreseeable that when 
models trained using data generated in the first geographic 
area are tested against a trusted data set , they will perform 
worse than machine learning models trained using data 
sources from the second geographic area ( that produce 
temperature data with a similar distribution to the trusted 
data set ) . In this case a performance decay would be 
observed for a subset of the machine learning models at a 
worker node , specifically the subset of machine learning 
models that were trained using data generated in the first 
geographic area . 
[ 0171 ] In this example , an organic drift is observed in 
machine learning models that are trained using data sources 
that have a common attribute , that attribute being geo 
graphic area that the data source is located in . For the 
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avoidance of doubt , it is noted that geographic area is not the 
only possible attribute . Other attributes of the data source 
could include the manufacturer / model of a sensor generating 
the data and the type / version of the worker node . In general , 
an attribute includes a property of the data source that affects 
the values of the data being generated . 
[ 0172 ] The parameter server stores a configuration of the 
Federated Learning ( FL ) deployment . The configuration 
comprises information identifying the data source that is 
used to train each machine learning model at each worker 
node . Consequently , after it has been determined that at least 
a subset of the machine learning models at a first worker 
node have suffered a performance decay , the parameter 
server uses the configuration of the Federated Learning ( FL ) 
deployment to identify the data source that is used to train 
each of the machine learning models that have suffered a 
performance decay . The parameter server then determines 
whether machine learning models at other worker nodes that 
were trained using the identified data sources have also 
suffered a performance decay ( e.g. by determining whether 
an indication of a potential drift has been received from the 
relevant worker nodes ) . Once it has been determined that all 
machine learning models trained using the identified data 
sources have also suffered a performance decay , an organic 
drift is confirmed as the type of drift . 
[ 0173 ] If , in step 405 the parameter server determines that 
an organic drift has occurred , the enhanced aggregator 
updates the trusted data set in step 406 based on the data 
transmitted by the worker node . The updated trusted data set 
is subsequently communicated to the worker node 301 
where training continues as normal . In an embodiment , the 
updated trusted dataset is communicated to all worker nodes 
in the Federated Learning ( FL ) system . 
[ 0174 ] As well as identifying an organic drift , the param 
eter server is also configured to determine whether the 
potential drift is due to a concept drift . In contrast to an 
organic drift , a concept drift is detected by identifying a 
difference between the performance of two or more machine 
learning models at the worker node . Identifying a concept 
drift will now be discussed in relation to FIG . 5 . 
[ 0175 ] FIG . 5 shows a performance of two machine learn 
ing models at the same worker node according to an embodi 
ment . FIG . 5 shows the performance of two models , par 
ticularly a local model 501 ( i.e. a machine learning model 
trained on local data ) and a shadow model 502 ( i.e. a 
machine learning model trained with data received from 
other nodes ) . 
[ 0176 ] The parameter server identifies a concept drift 
when a difference in performance between the two machine 
learning models ( i.e. 501 and 502 ) exceeds a predetermined 
threshold . In an embodiment , the difference value is a 
magnitude ( i.e. an absolute difference agnostic of sign ) . FIG . 
5 shows two regions ; an acceptable difference 503 and a 
non - acceptable difference 504. Once a difference between 
the machine learning models is greater than the predeter 
mined threshold the performance enters the non - acceptable 
difference region 504. In order to identify a concept drift the 
parameter server determines whether performance of the 
two machine learning models consistently diverge . 
[ 0177 ] In an embodiment , the performance of two models 
consistently diverge if the magnitude of the difference is 
greater than a predetermined threshold for a predetermined 
number of tests ( i.e. a predetermined number of performance 
evaluations using the trusted data set ) . 

[ 0178 ] In the case of FIG . 5 the performance of the local 
model 501 and the shadow model 502 consistently diverge . 
The parameter server subsequently identifies the affected 
machine learning model . Since the performance of the local 
model 501 is worse than the performance of the shadow 
model 502 , the parameter server identifies the local model 
501 as being the subject of concept drift . 
[ 0179 ] FIG . 5 shows a comparison between two machine 
learning models . In this example a difference in the perfor 
mance of each model can be used to indicate that a model 
has drifted . In a further embodiment anomaly detection is 
used to determine whether a drift has occurred when com 
paring more than two machine learning models . In a differ 
ent embodiment a concept drift is detected when the per 
formance of at least one model is below a performance 
threshold and the performance of at least one model is above 
the performance threshold . 
[ 0180 ] Once the parameter server identifies a candidate 
machine learning model that is subject to concept drift , the 
parameter server ( in particular the enhanced aggregator 406 ) 
determines a type of attack that resulted in the identified 
concept drift . The parameter server subsequently devises a 
rectification strategy for rectifying the concept drift at the 
infected worker nodes . Returning to FIG . 4 , if in step 405 the 
parameter server determines that a concept drift has 
occurred at the worker node then the enhanced aggregator in 
the parameter server determines in step 406 the type of 
attack that could have caused the concept drift and therefore 
which other nodes in the deployment have been affected . As 
discussed above , there are various types of attack at the 
worker node that could result in a concept drift being 
observed , in order to identify the type of attack and therefore 
devise a rectification strategy , the parameter server observes 
the behaviour at other worker nodes in the Federated Learn 
ing ( FL ) deployment . 
[ 0181 ] A first attack that could result in a concept drift 
being observed is when a node's data source is poisoned . An 
example of this type of attack is if the local data ( e.g. D ) of 
the first worker node 301 was corrupted . As can be seen in 
FIG . 3 , the local data for each worker node is communicated 
to the data scheduler and to the local Federated Learning 
( FL ) Scheduler 307 . 
[ 0182 ] In the case of a node - data attack , a performance 
decay ( or drift ) will be present in all of the worker nodes that 
use the infected data to train their machine learning models . 
Consequently , attacking the node data will affect the 
machine learning model trained using the local data source 
( e.g. the local machine learning model ) as well as all of the 
shadow models on other worker nodes that receive data ( via 
the data scheduler and their own local federated learning 
scheduler ) . In the case of the first worker node 301 , an attack 
on the node data affects the local model of first worker node 
301 and the shadow model of the second worker node 302 
since this is the only worker node with which the data 
scheduler of the first worker node 301 communicates with . 
[ 0183 ] In step 406 the parameter server identifies other 
machine learning models at other worker nodes in the 
Federated Learning ( FL ) deployment that are trained using 
the same data source as the affected machine learning model 
using its local knowledge of the Federated Learning ( FL ) 
deployment configuration . The parameter server subse 
quently monitors the status of machine learning models at 
other nodes that use the same training data source ( e.g. by 
determining whether an indication that a potential drift has 
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occurred at the applicable worker nodes ) . If the parameter 
server determines that all models trained using a single data 
source are the subject of concept drift then a node - data 
attack is detected . In response to identifying the affected 
worker nodes , the enhanced aggregator is configured to 
distribute rectification parameters to all worker nodes that 
use the infected data source to train a machine learning 
model . 
[ 0184 ] The rectification parameters transmitted by the 
parameter server include an indication of a time when the 
affected machine learning model was stable . Upon receipt of 
the rectification parameters the worker node is configured to 
recover machine learning parameters of a global machine 
learning model the model history storage , from which it 
begin training the model again . 
[ 0185 ] After identifying the machine learning models that 
are affected by a concept drift , the enhanced aggregator is 
configured to exclude machine learning models trained 
using the poisoned data source from the aggregation pro 
cess . 

parameters . In this case , the parameter server only transmits 
rectification parameters to the worker node whose local 
model is attacked / infected . 
[ 0191 ] Like with any other attack type , the affected 
machine learning models ( i.e. the local models at the 
attacked node in the case of the second and third attack type ) 
are excluded from the model aggregation process by the 
enhanced aggregator . However , shadow models of other 
nodes that receive data from the local data source of the 
attacked node are not excluded from aggregation by the 
enhanced aggregator because , as discussed above , they are 
not affected by the second or third types of attack . 
[ 0192 ] A fourth type of attack that could result in a concept 
drift being observed is an " over - the - air ” attack where the 
local data communicated externally ( i.e. to the shadow 
models of other worker nodes ) is compromised , however the 
data communicated to the local machine learning model is 
unaffected . In this case , a concept drift will be observed in 
all shadow models that are trained using this local data 
source , however the local model will be unaffected . 
[ 0193 ] As discussed above , after determining that the 
potential drift reported by the worker node is a concept drift , 
the parameter server is configured to identify the other 
worker nodes in the Federated Learning ( FL ) deployment 
that comprise a machine learning model trained using the 
same data source as the affected machine learning model . 
The parameter server is subsequently configured to deter 
mine a concept drift is observable in one of : just the affected 
model , all machine learning models trained using the same 
data source , or just the shadow models associated with the 
data source . After determining which of these apply , the 
parameter server is configured to generate and implement a 
rectification strategy . 
[ 0194 ] In the case of the fourth attack type , a concept drift 
will be observed in all shadow models that are trained with 
a data source , however the local model trained using that 
data source will be unaffected . In response to identifying that 
an " over - the - air ” attack ( i.e. an attack of the fourth type ) has 
occurred , the enhanced aggregator is configured to exclude 
all shadow models trained using the compromised data from 
the aggregation process . The parameter server is further 
configured to transmit rectification parameters to the worker 
nodes comprising the affected shadow models . 
[ 0195 ] FIG . 6 shows an example of drift in model perfor 
mance , rectification of a model and recovered performance 
according to an embodiment . FIG . 6 shows the performance 
of a machine learning model 601 over time . At a first Epoch , 
e ,, the machine learning model has a level of performance 
that is within a predetermined tolerance 603. Consequently , 
no potential drift is identified and the parameters of the 
machine learning model are transmitted to parameter server 
where the parameters of an updated global machine learning 
model are generated . Parameters of the updated global 
model are subsequently transmitted to the worker node 301 , 
where the worker node 301 stores the parameters in the 
model history storage . 
[ 0196 ] At a second Epoch , ecl , the performance of the 
machine learning model is less than or equal to the tolerance 
603 and consequently the worker node begins the drift 
monitoring window 605. In the example shown in FIG . 6 the 
drift monitoring window lasts for the time between the 
second Epoch , eci , and a third Epoch , ecz . At the time of the 
third Epoch , ec2 , the performance of the machine learning 
model is still below the acceptable tolerance 603. Conse 

[ 0186 ] A second type of attack that could result in a 
concept drift being observed is an attack on the local 
machine learning model running on the worker node . This 
could take many forms including , but not limited to , an 
adversary changing the parameters of the machine learning 
model . In this case , the local data source is not poisoned 
therefore the concept drift will only be observed in the local 
machine learning model whose parameters have been 
changed . As a result , a concept drift will not be observed in 
the shadow models present at other worker nodes that are 
trained using the local data source . 
[ 0187 ] A third type of attack that could result in a concept 
drift being observed is an attack on a local data surface of a 
worker node . In FIG . 3 a worker node is separated into a data 
plane and an Al plane . In FIG . 3 the data surface of the first 
worker node 301 is indicated by the boundary 311. In this 
respect , a data - surface attack corrupts the data communi 
cated between the local data source and the local Federated 
Learning scheduler . However , the local data source itself is 
not poisoned . As a result , this type of attack does not affect 
the data communicated to other worker nodes for training 
shadow models . 

[ 0188 ] In both the second and third types of attack dis 
cussed above , a performance decay will not be observed at 
worker nodes that train their shadow models using the local 
data source because to all external nodes the data source has 
not been poisoned . Instead , the drift is localised to the local 
machine learning model of the worker node in question . 
[ 0189 ] After determining that a concept drift has occurred 
at a worker node , the parameter server is configured to 
determine whether the shadow models in the other worker 
nodes that use the same data source are also the subject of 

a 

a 
a 

concept drift . 
[ 0190 ] If it is determined that only one machine learning 
model has been the subject of concept drift ( i.e. the local 
model of the worker node ) , then the parameter server 
identifies that an adversary has attacked the local machine 
learning model at the node in question ( either through a 
data - surface attack or by changing the machine learning 
parameters ) . In common with the other attack types , after 
determining the affected worker nodes the parameter server 
is configured to generate and communicate rectification 
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quently the worker node 301 identifies a potential drift has 
occurred . The worker node 301 subsequently transmits an 
indication that a potential drift has occurred to the parameter 
server as well as the local / shadow model parameters of the 
worker node , the assessment parameters of the models at the 
worker node , and the data that the machine learning models 
were trained with . 
[ 0197 ] As discussed above , the parameter server subse 
quently determines the type of drift that is occurring . When 
a concept drift is detected the parameter server is configured 
to determine the affected worker nodes . Once the parameter 
server has identified the affected worker nodes , rectification 
parameters are transmitted by the parameter server to the 
affected worker nodes . 
[ 0198 ] As discussed above , the rectification parameters 
comprise an indication of the last stable model point . In an 
embodiment , the indication is an index of the global 
machine learning model . The index representing a point in 
time when the affected machine learning model was asso 
ciated with acceptable performance . 
[ 0199 ] In response to receiving the rectification param 
eters the worker node 301 is configured to retrieve model 
parameters of the global machine learning model from the 
model history component , update the parameters of the 
affected machine learning model with the parameters of the 
retrieved model parameters , and begin training the previ 
ously affect model again . 
[ 0200 ] In this way the Federated Learning ( FL ) system 
shown in FIG . 2 and FIG . 3 is able to characterise a type of 
drift and rectify it in order to maintain consistent perfor 
mance over time . 
[ 0201 ] FIG . 7 shows a visual representation of concept 
drift and rectification according to an embodiment . As 
discussed above , after receiving an indication that a poten 
tial drift has occurred from a worker node , the parameter 
server is configured to determine whether the performance 
of two machine learning models at the worker node consis 
tently diverge . FIG . 7 shows the performance difference 
across k Al models present within the worker node , this 
performan ance difference over time is represented by a per 
formance difference indicator 701 . 
[ 0202 ] Upon determining that the performance difference 
701 between the machine learning models at the worker 
node exceeds a predetermined tolerance 702 for a predeter 
mined time , the parameter server identifies that a concept 
drift 703 in a model has occurred . 
[ 0203 ] Upon determining that a concept drift has occurred 
the parameter server is configured to determine the affected 
worker nodes . Once the affected nodes have been identified 
the parameter server is configured to transmit rectification 
parameters to the affected worker nodes comprising an 
indication ( e.g. an index ) of a time when the affected 
machine learning model had an acceptable performance ( i.e. 
around point 706 ) . After rectification is triggered at points 
704 and 705 the performance of the machine learning model 
returns to an acceptable level 707. As discussed above , the 
number of worker nodes to which rectification parameters 
are communicated will depend on the type of attack iden 
tified by the parameter server . 
[ 0204 ] FIG . 8A shows an example of a worker node 
according to an embodiment . The worker node 800 com 
prises a network interface 810 , a processor 820 and a 
memory 830. The network interface 810 is configured to 
transmit and receive communications ( via a wired or wire 

less connection ) . The processor 820 is configured to control 
the worker node 800 to perform the functions described 
herein . The memory 830 stores computer - readable instruc 
tions which , when executed by the processor 820 , causes the 
processor 820 to enact the functionality described herein . 
Optionally , the worker node 800 comprises a sensor module 
840 for generating raw data samples . 
[ 0205 ] FIG . 8B shows an example of a parameter server 
according to an embodiment . FIG . 8B shows a parameter 
server 850 that comprises similar components as the worker 
node 800 , as indicated by like reference numerals . 
[ 0206 ] One use - case for the above described system and 
method is in the field of cyber security . An example of this 
relates to access - control of a distributed database that stores 
sensitive information . 
[ 0207 ] A distributed database relates to a deployment 
where several database instances are deployed across a 
number of nodes . Distributed databases are generally more 
responsive to queries and , by virtue of being located across 
different nodes of the network , are generally more tolerant to 
sever downtime . In a distributed database scheme there is 
routinely one coordinator node that coordinates the data 
management at each local database . 
[ 0208 ] In an embodiment , the distributed database scheme 
is deployed in the Federated Learning ( FL ) system discussed 
above . In this case , the parameters server is the coordinator 
node and a local database is stored on at least one of the 
worker nodes . 
[ 0209 ] Each local database can be queried in order to 
retrieve data from the database . These transactions can 
originate from applications running on the node , or from 
applications running on other devices that are connected to 
the worker node . Each local database is responsible for 
fulfilling and authorising the received transactions / requests . 
This can be problematic since each worker node has a local 
database that is open to an attack via the querying mecha 
nism . For example , when the database is an SQL database , 
each local database stored on the worker nodes is susceptible 
to an SQL injection attack , thereby potentially comprising 
the security of the sensitive information stored in the dis 
tributed database . 
[ 0210 ] In an embodiment , the Federated Learning ( FL ) 
system discussed above is used to increase the cybersecurity 
of a distributed database system . In particular , the intelligent 
agents ( e.g. machine learning models ) running on each node 
are used to authorise database transactions based on at least 
one of the nature of the requesting application , the end - user 
using the application and the data being retrieved . These 
variables are used as the input to the machine learning 
models and based on this information , the machine learning 
models are configured to output an indication of whether the 
transaction is authorised or not . 
[ 0211 ] In an embodiment , the trusted data set comprises 
one or more pre - defined applications and / or one or more 
pre - authorised users . The characteristics associated with 
these applications and / or users are used by the machine 
learning model to build trusted profiles . The local machine 
learning models are frequently retrained as the system 
evolves with new applications accessing the database , new 
data being stored in the database and new types of transac 
tions being observed . The resulting machine learning mod 
els are communicated to the parameter server and aggre 
gated into a global model as discussed above . 
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[ 0212 ] In an embodiment , the performance measure is 
determined by observing the machine learning model con 
fidence . 
[ 0213 ] Although the method is discussed in relation to a 
cyber - security use - case , other applications are also envis 
aged . For example , the above - described methods could be 
used in any Federated Learning ( FL ) system . 
[ 0214 ] While certain arrangements have been described , 
the arrangements have been presented by way of example 
only , and are not intended to limit the scope of protection . 
The inventive concepts described herein may be imple 
mented in a variety of other forms . In addition , various 
omissions , substitutions and changes to the specific imple 
mentations described herein may be made without departing 
from the scope of protection defined in the following claims . 

1. A computer - implemented method for identifying and 
rectifying a machine learning drift in a federated learning 
deployment comprising a parameter server and a plurality of 
worker nodes , wherein a first worker node comprises : 

a first machine learning model trained using a first data 
source ; and 

identifying , by the parameter server , a type of drift and a 
set of affected machine learning model in response to 
receiving the first communication comprising the indi 
cation that the potential drift has occurred . 

5. The computer - implemented method according to claim 
4 wherein the method further comprises : 

receiving , by the parameter server , a third performance 
metric associated with the third machine learning 
model and a fourth performance metric associated with 
the fourth machine learning model ; and wherein : 
identifying the type of drift comprises : 

setting organic drift as the type of drift in response to 
determining that the first performance metric , the 
second performance metric , the third performance 
metric and the fourth performance metric are each 
less than a second performance threshold ; and 
wherein , in response to determining that the type 
of drift is organic drift identifying the set of 
affected machine learning models comprises : 
setting the first , second , third and fourth machine 

learning models as a first , second , third , and 
fourth affected machine learning model respec 
tively in the set of affected machine learning 
models . 

6. The computer - implemented method according to claim 
5 wherein the updated parameters in the second communi 
cation transmitted by the parameter server comprise an 
updated trusted data set . 

7. The computer - implemented method according to claim 
4 wherein : 

identifying the type of drift comprises : 
setting a concept drift as the type of drift in response to 

determining that a difference between the first per 
formance metric and the second performance metric 
exceeds a third threshold ; and wherein , in response 
to determining that the type of drift is a concept drift , 
identifying the set of affected machine learning mod 
els comprises : 
setting the first machine learning model as a first 

affected machine learning model in the set of 
affected machine learning models in response to 
determining that the first performance metric is 
less than the second performance metric ; and 

setting the second machine learning model as the 
first affected machine learning model in the set of 
affected machine learning models in response to 
determining that the second performance metric is 
less than the first performance metric . 

8. The computer - implemented method according to claim 
7 wherein the type of drift is a concept drift and identifying 
the set of affected machine learning model further com 
prises : 

identifying a data source that is used to train the first 
affected machine learning model ; 

identifying a worker node comprising a machine learning 
model trained using the data source ; and 

setting the machine learning model trained using the data 
source as a second affected machine learning model in 
response to determining that a concept drift has 
occurred at the worker node and the machine learning 
model training using the data source has a lower 
performance metric than a performance metric of 
another machine learning model at the worker node . 

a second machine learning model trained using a second 
data source ; 

wherein the first data source is generated by the first 
worker node and the second data source is generated by 
a second worker node ; 

the method comprising : 
calculating , by the first worker node , using a trusted 

data set , a first performance metric associated with 
the first machine learning model and a second per 
formance metric associated with the second machine 
learning model ; 

determining , by the first worker node , whether a poten 
tial drift has occurred in at least one of the first and 
the second machine learning models ; and 

in response to determining that the potential drift has 
occurred : 
transmitting , by the first worker node , a first com 

munication comprising an indication that a poten 
tial drift has occurred ; and 

in response to receiving the first communication , 
transmitting , by the parameter server , a second 
communication comprising updated parameters 
for rectifying the machine learning drift . 

2. The computer - implemented method according to claim 
1 wherein determining whether the potential drift has 
occurred comprises : 

comparing the first performance metric and the second 
performance metric to a first performance threshold ; 
and 

identifying the potential drift in response to determining 
that at least one of the first performance metric and the 
second performance metric has a performance metric 
that is less than the first performance threshold . 

3. The computer - implemented method according to claim 
2 wherein the second worker node comprises : a third 
machine learning model trained using the second data 
source ; and a fourth machine learning model trained using 
the first data source . 

4. The computer - implemented method according to claim 
3 wherein the first communication comprises the first per 
formance metric and the second performance metric and the 
method further comprises : 

2 
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9. The computer - implemented method according to claim 
8 wherein the second communication comprising the 
updated parameters is transmitted to each worker node 
comprising an affected machine learning model in the set of 
affected machine learning models . 

10. The computer - implemented method according to 
claim 4 further comprising : 

transmitting , by the first worker node , model parameters 
of the first machine learning model and the second 
machine learning model ; 

generating , by the parameter server , a first global machine 
learning model associated with the first machine learn 
ing model and a second global machine learning model 
associated with the second machine learning model ; 
and 

transmitting , by the parameter server , a third communi 
cation comprising : model parameters of the first global 
machine learning model and model parameters of the 
second global machine learning model . 

11. The computer - implemented method according to 
claim 10 wherein generating the first global machine learn 
ing model comprises : 

identifying a first set of machine learning models for 
aggregation , the first set of machine learning models 
not including the set of affected machine learning 
models ; and 

aggregating the first set of machine learning models . 
12. The computer - implemented method according to 

claim 10 wherein the updated parameters of the second 
communication comprise : 

an indication that a machine learning model trained using 
the first data source has been affect by concept drift ; 
and 

an indication of a time when the first global machine 
learning model was associated with acceptable perfor 
mance . 

13. The computer - implemented method according to 
claim 12 further comprising : 

receiving , by the first worker node , the second commu 
nication ; 

identifying , by the first worker node , model parameters of 
the first global machine learning model that are asso 
ciated with the indication of the time in the second 
communication ; and 

re - configuring , by the first worker node , the first machine 
learning model based on the model parameters of the 
first global machine learning model . 

14. A computer - implemented method for identifying and 
rectifying a machine learning drift at a first worker node , the 
first worker node comprising : 

a first machine learning model trained using a first data 
source ; and 

a second machine learning model trained using a second 
data source ; 

wherein the first data source is generated by the first 
worker node and the second data source is generated by 
a second worker node ; 

the method comprising : 
calculating , using a trusted data set , a first performance 

metric associated with the first machine learning 
model and a second performance metric associated 
with the second machine learning model ; 

determining , whether a potential drift has occurred in at 
least one of the first and the second machine learning 
models ; and 

in response to determining that the potential drift has 
occurred : 
transmitting , a first communication comprising an 

indication that a potential drift has occurred ; and 
receiving , a second communication comprising 

updated parameters for rectifying the machine 
learning drift . 

15. The computer - implemented method according to 
claim 14 wherein determining whether the potential drift has 
occurred comprises : 

comparing the first performance metric and the second 
performance metric to a first performance threshold ; 
and 

identifying the potential drift in response to determining 
that at least one of the first performance metric and the 
second performance metric has a performance metric 
that is less than the first performance threshold . 

16. The computer - implemented method according to 
claim 15 further comprising : 

receiving a third communication comprising : 
model parameters of the first global machine learning 
model ; and 

model parameters of the second global machine learn 
ing model ; and 

storing the model parameters of the first global machine 
learning model and the model parameters of the second 
global machine learning model . 

17. The computer - implemented method according to 
claim 16 wherein the model parameters of the first global 
machine learning model and the model parameters of the 
second global machine learning model are removed after a 
predetermined period of time has elapsed . 

18. The computer - implemented method according to 
claim 17 wherein the updated parameters of the second 
communication comprise : 

an indication that a machine learning model trained using 
the first data source has been affect by concept drift ; 
and 

an indication of a time when the first global machine 
learning model was associated with acceptable perfor 
mance . 

19. The computer - implemented method according to 
claim 18 further comprising : 

receiving the second communication ; 
identifying model parameters of the first global machine 

learning model that are associated with the indication 
of the time in the second communication ; and 

re - configuring the first machine learning model based on 
the model parameters of the first global machine learn 
ing model . 

20. A computer - implemented method for identifying and 
rectifying a machine learning drift in a federated learning 
deployment comprising a plurality of worker nodes , wherein 
a first worker node comprises : 

a first machine learning model trained using a first data 
source ; and 

a second machine learning model trained using a second 
data source ; 

wherein the first data source is generated by the first 
worker node and the second data source is generated by 
a second worker node ; 
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the method comprising : 
receiving , from a first worker node , a first communi 

cation comprising an indication that a potential drift 
has occurred ; and 

transmitting a second communication comprising 
updated parameters for rectifying the machine learn 
ing drift . 


